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a b s t r a c t

The major concern on the management of superheated liquids, in industrial environments, is the large
potential hazards involved in cases of any accidental release. There is a possibility that a violent phase
change could take place inside the fluid released generating a flashing jet. This violent phase change
might produce catastrophic consequences, such as explosions, fires or toxic exposure, in the installations
and in the surroundings. The knowledge and understanding of the mechanisms involved in those releases
become an important issue in the prevention of these consequences and the minimization of their impact.
This work presents a comprehensive review of information about flashing processes. The review begins
with a description of the single phase jet followed by a description of the two-phase flashing jet. The
roplets transport concepts and implications of the thermodynamic and mechanical effects on the behaviour of the jets are
considered at the beginning of the review. Following the review is devoted to the classification of the
different study approaches used to understand flashing processes in the past, highlighting various critical
parameters on the behaviour and the hazard consequences of flashing jets. The review also contains
an extensive compilation of experimental, theoretical and numerical data relating to these phenomena,
which includes information on the distinct characteristics of the jet, since type of jet, velocity distribution,

expansion angle and mass phase change all require individual estimation.

© 2009 Elsevier B.V. All rights reserved.
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nozzle and it increases with the inflow area around the shear layer
of the jet [9]. The momentum of the entrained mass compensates
for the losses generated by jet propagation, thus, the momentum
stays constant at any cross-section along the flow field [10].
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. Introduction

Superheated liquids can form two-phase mixtures upon their
ccidental release to the environment under ambient conditions.
he potential consequences of accidental release include injuries,
atalities, serious local pollution, destruction of installations and
ossible evacuation from the surrounding area of the accident. The
rder of magnitude of the possible damages could reach millions
f pounds. Some examples of fatal accidents involving superheated
iquids are: the failure of a tank car of 31,409 gallons of liquefied
ropane in New York, 1996 [1]; the failure of a tank car contained
9,054 gallons of a propylene/propane mixture in a chemical plant

ocated in Pasadena, Texas, 1997 [2]; and a particularly severe
ncident involving the derailment of 15 containers of hazardous

aterials along with 2 containers of hazardous residue near Eunice,
ouisiana, 2000. In this last incident the derailment resulted in
release of hazardous materials resulting in explosions and fires

nd about 3500 people were evacuated from the surrounding area
hich included both domestic housing and business premises [3].

The behaviour and the characteristics of these liquid–gas mix-
ures and the potential for the formation of vapour–liquid aerosols
uring a superheated liquid release can significantly affect the
azard zone and mitigation steps that can be taken to minimize
he release impact [4,5]. Calculation procedures need to be made
vailable on which to base risk assessments for the management
f hazards. However, it turns out that due to the complexity of
he interaction of mechanical and thermodynamic based processes
n the behaviour of the released fluid, the methodology required
or realistic calculations of this problem may include a combina-
ion of an analytical approach, an empirical approach, as well as,

numerical approach. This review of our present knowledge of
he behaviour of flashing jets therefore starts with a description
f these jets in Section 2 and then briefly examines the thermody-
amic and mechanical processes in Sections 3 and 4.

A review dwelling only on the thermodynamics and mechanics
f flashing jet behaviour would not do justice to this subject. It is
ecessary to examine the vast data base of our current knowledge

n a logical but all embracing way. To this end we have set out the
emainder of the review in three sections. Section 5 reviews our
nowledge on the basis of the way in which the differing phenom-
na in the flashing process can be characterized. Then in Sections
and 7 we look at the models which have been developed to sim-
late these processes and the experimental work which has been
one to back up the theoretical predictions.
In the information compiled in this work we employ the follow-
ng convention for disperse phase elements of different materials:
articles and droplets refer in turn to solid and liquid elements in
as or vapour continuous phases and bubbles refer to bubbles of
apour in a liquid continuous phase.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2. Flashing jets

Most leakage problems from breaches of containment result
in the formation of jets. The jets are as a result of the difference
between the internal and external pressures. In order to assess jet
behaviour it is useful to first consider the behaviour of an isothermal
single phase jet. A number of experimental [4], theoretical [5] and
numerical [6,7] studies on the behaviour of the single phase isother-
mal jet have been carried out. The fundamental characterization
of such jets is to be found in the study of the centreline velocity
profile. This consists of a core region followed by a decay region,
in which the velocity decreases proportionally to the square root
of the downstream distance from the nozzle. 3D numerical simu-
lation of jets of a circular cross-section reproduced the behaviour
described, while the axisymmetric numerical approach of those jets
presents a decay proportional to the reciprocal distance from the
origin, as shown in Fig. 1. The angle of divergence for a round jet
is between 20◦ and 25◦ and about 5◦ larger of a jet coming from a
rectangular slit [8]. The potential core length is estimated as typi-
cally seven times the nozzle diameter from the jet exit [7]. A conical
velocity distribution identifies the core region, which is related to
the vena contracta effect. The velocity profile in the radial direction
tends to symmetry of Gaussian shape [5].

The interaction between the jet and its surroundings involves
mass, momentum and energy exchange between the jet and its
surroundings. The source mass flow from the reservoir into the jet
affects the internal flow patterns and the general behaviour of the
jet. The entrained mass flow is proportional to the distance from the
Fig. 1. Spreading of an axisymmetric jet and its velocity profile along the centreline
for a isothermal single-phase jet.
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final states as expressed in Eq. (2) [12]:
ig. 2. Expansion–entrainment region into the jet. This figure shows the schematic
elocity profile for the centreline of a flashing jet.

Moving on to the subject of this review, flashing within the jet
ormed at a leak of superheated liquid can occur before the fluid
merges as a jet or can occur inside the jet during the brief depres-
urization of the liquid. This breaks the liquid core into droplets
t the same time that it emerges as an unstable jet. The flashing
et is far more complex than the single phase jet. Nevertheless, the
elocity profiles at the centreline and at radial locations are used
s references for experimental or empirical development work in
his area.

If the liquid flashes before its exit, the section known as expan-
ion region is characterized by the continuous breaking-up or
vaporation of comparatively large droplets and large liquid lig-
ments. After this section, the droplet velocity decreases due to
he effects of the entrainment of air. This new region is known as
he entrainment region [11]. The expansion and the entrainment
egions are shown in Fig. 2.

. Thermodynamic process

The superheated condition implies that the liquid tempera-
ure is higher than its corresponding boiling temperature at its
ctual pressure. This condition is a metastable state. Consequently,
rreversible changes in the fluid condition will occur as a fluid reac-
ion against any significant perturbation, such as, a large pressure
hange.
Fig. 3 shows a typical pressure–molar volume diagram (p–vm

iagram) for a hydrocarbons fluid. Two van der Waals equation
f state isothermals (filled lines) have been drawn on the dia-
ram for temperatures T1 and T2. Each isothermal may have any
f three values of molar volume for a given value of pressure. The

Fig. 3. Typical P–v diagram for a hydrocarbon including an inset
us Materials 173 (2010) 2–18

largest value corresponds to the molar volume of saturated vapour,
the smallest represents the molar volume of saturated liquid and
the middle value does not have any physical meaning. Addition-
ally, each isotherm exhibits a minimum and a maximum point
(∂p/∂vm = 0). The union of all these points is known as a spin-
odal line (dashed line). The superposition, on the same diagram,
of the saturation line (dot dashed line), which defines the equi-
librium states for the hydrocarbon under consideration, intersects
with the spinodal line to create three regions inside the saturation
dome. These regions are superheated liquid, unstable fluid and sub
cooled vapour. The location of such regions within a flashing jet is
very important for its subsequent behaviour.

The bold filled line representing isothermal changes within the
saturation dome is probably more familiar to most readers; it cor-
responds to a true fluid in saturation conditions. A true fluid would
have constant pressure for values of molar volume between the
molar volume of saturated vapour and the molar volume of sat-
urated liquid indicated by the horizontal line in Fig. 3. The value
of that constant pressure for each isothermal corresponds to the
geometric equal area construction.

A detailed view of the superheated liquid region is shown at the
right side of Fig. 3. The coordinates (p, vm1) represent saturated liq-
uid condition and the coordinates (p, vm2) represent a superheated
liquid state. The temperature difference between that of the liq-
uid, T2, and its saturation value, T1, at pressure p1, is defined as the
degree of superheat, �Tsh, as shown by Eq. (1). Tsat is the saturation
temperature at the actual pressure of the fluid.

�Tsh = T − Tsat (1)

When a system evolves from a well defined initial state to a final
state by an isothermal and reversible pathway, the change in Gibbs
free energy, dG, can be used to evaluate the energy content in the
system. The Gibbs free energy change indicates the level of energy
the fluid must overcome before experiencing a reaction, result-
ing from both the enthalpy and entropy contributions. The Gibbs
free energy change is equal to the work exchanged by the system
with its surroundings, less the work of the pressure forces, during
a reversible transformation of the system from the same initial and
dG = v dp (2)

Classical nucleation theory relies on knowledge of three fun-
damental processes; the thermodynamics of the phase change; the

showing details of the region associated with jet flashing.
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ynamics of bubbles growth and the probability theory for the exis-
ence of molecular clusters within a liquid. There are two types
f nucleation processes. These two processes have been identified
s homogeneous and heterogeneous nucleation, both between the
inodal points. The homogeneous nucleation process is considered
s a fundamental mechanism of first-order phase transitions that
ill be presented in the absence of pre-existing interfaces, such

s impurities inside the flow and the heterogeneous nucleation
s a second-order phase transitions that takes place at preferen-
ial sites as phase boundaries or impurities like dust and requires
ess energy to than homogeneous nucleation. At such preferential
ites, the effective surface energy is lower, thus diminished the free
nergy barrier and facilitating nucleation [13,14]. For a region of
etastability phase separation will only proceed if a nucleus exists
eanwhile homogeneous nucleation will occur between the spin-

dals. For flashing the transformation of the fluid can start with
eterogeneous nucleation, however the rate of nucleation of the
ew equilibrium phase changes discontinuously as the metastable
ransitions are crossed. These discontinuities can be large enough
hat on crossing a phase transition, the rate of nucleation can jump
rom a negligible value to an easily observable value; that is, the
ransformation from one metastable phase to another can trigger
ucleation of the equilibrium phase.

.1. Homogeneous nucleation

The homogeneous nucleation process is considered as a fun-
amental mechanism of first-order phase transitions that occurs in
he absence of pre-existing interfaces, such as impurities inside the
ow. For this type of nucleation, the rate at which critical nuclei are

ormed is expressed by:

= A exp
(

− �G

kBT

)
(3)

here J is the number of critical nuclei formed per unit time per unit
olume; A is the pre-exponential factor, �G is the free energy bar-
ier to nucleation, i.e., the reversible work of formation of a critical
ucleus; kB is the Boltzmann’s constant; and T is the temperature
15]. The calculation of J, therefore, entails the kinetic problem of
etermining A and the thermodynamic problem of determining
G. In this ideal case for an isothermal and reversible process, the

ree energy barrier to nucleation is equal to the Gibbs free energy.
he pre-exponential factor and the energy barrier are given by Eqs.
4) and (5), respectively:

= N
(

− 3�

�m

)
(4)

G = 16��3

3 ��2
(5)

here N is the number density of molecules in the superheated
iquid (which is a measure of the volatility of the fluid in terms
elated to van der Walls attractive interactions, see reference [16]
or details), � is the interfacial free energy (surface tension), ��
s the liquid–vapour difference in chemical potential at the given
emperature and bulk pressure.

.2. Heterogeneous nucleation

For first-order phase transition, the molar Gibbs free energies or
olar Helmholtz free energies of the two phases are equal at the

ransition temperature, but their first derivatives with respect to

emperature and pressure (for example, specific enthalpy of transi-
ion and specific volume) are discontinuous at the transition point.
he second-order transitions present continuous first derivatives
f the molar Gibbs free energies or molar Helmholtz free energies,
hile discontinuities may exist in the second or higher derivates.
us Materials 173 (2010) 2–18 5

For the case of nucleation in superheated liquids within a
flashing jet, the formation of cavities by density fluctuations and
its relation to critically sized bubbles, formed by a sequential
single-molecule process, is not obvious. The notion of a spherical
macroscopic critical bubble, formed by a succession of single-
molecule events, seems difficult to reconcile with actual processes
occurring on a molecular scale. The heat involved in the pro-
cess must be, at least, the heat necessary to induce the phase
change from liquid to gas in the fluid. The nucleation process in a
superheated liquid is driven by the magnitude of the statistical fluc-
tuations compared to the critical free energy difference between
two phases as stated by Frederic et al. [17]. The nucleation rate, J,
is characterized by a very strong dependence on the parameters of
the metastable state. For example, with the temperature rising by
1 K, the nucleation rate increases by two to five orders of magni-
tude [18]. Considerable research effort has been concentrated on
this aspect of flashing jet behaviour. It has been established that
the value of the frequency of spontaneous nucleation of a par-
ticular process will indicate if it is possible to achieve a degree
of superheating before a significant quantity of bubble formation
takes place. The dramatic increases in nucleation frequency portray
the catastrophic change of the metastable liquid to liquid–vapour
mixture [19].

3.3. Identification of nucleation mechanisms

When a liquid is undergoing a transient depressurization, by a
controlled expansion of the liquid volume or by the acceleration of
the flow, it is found that for an adiabatic pulse expansion a liquid
may reach the homogenous nucleation limit of superheat before
appreciable phase transition occurs. During the decompression the
fluctuations in thermal motion can produce some vapour bubbles.
The process of bubble formation and growth continuously increases
the vapour content in the system until a certain point, where the
rate of pressure recovery due to the vapour formation eventually
balances and exceeds the imposed rate of decompression prior to
the flashing. This point is known as flashing inception [20].

For a superheated liquid jet to remain in equilibrium after any
change in the pressure condition, due to the leak, it must lose
internal energy, and this is preferentially achieved through latent
heat transfer. The release of latent heat of vaporization is initi-
ated through nucleation within the liquid [14]. The critical nucleus
radius at which nucleation begins is influenced by many factors and
it can be estimated from a force balance on a spherical shape as:

rc = 2�

c˛ ��
(6)

where c˛ is a constant. If the vapour phase can be considered as
incompressible, the chemical potential can be replaced by the dif-
ference of the pressure of both phases, p˛ − pˇ, and as result of that
Eq. (6) can be written (7) [15]:

rc = 2�

p˛ − pˇ
(7)

The identification of the homogenous and the heterogeneous
nucleation mechanisms in a jet of superheated liquid can be made
using the flicker noise, 1/f and the fluctuation power spectrum
[19,23–26]. The experimental set of data reported for Khladon-
11 refrigerant (R-11) shows three different shapes of the jet
originally at the saturation conditions, all as a function of the
reduced temperature ratio T/Tc. The lower limit of the heteroge-

neous mode is determined to be located at values of T/Tc < 0.63,
and the homogeneous region where the fluctuating production of
vapour bubbles takes place and the jet shape becomes parabolic is
related to T/Tc ≥ 0.90. The intensity of nucleation in this flow mode
corresponds to an explosive boiling of liquid under quasi static con-
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It is useful to examine some aspects of the flashing jet as deter-
mined in this experimental work. Fig. 4 summarizes some of the
general characteristics of a flashing jet, under the assumption that
flashing occurs before or inside the nozzle, to assist in identify-
G. Polanco et al. / Journal of Ha

itions. However, it has been experimentally determined that for
istances closer to the nozzle; it is possible to have liquid regions
nd large droplets that are still superheated. In such cases with,
dditionally, low rates of heat transfer in the liquid, the presence
f a combination of hydrodynamic instabilities and thermal non-
quilibrium conditions will then lead to the jet breaking-up into
mall droplets, thus giving a violent and explosive characteristic
o the flashing process. On the other hand, under the same con-
itions but with the heat being conducted through the liquid at
sufficiently high rate, the surface evaporation takes place [11].

he equilibrium conditions for the two-phase jet will be achieved
hen the vapour formed from the liquid has the necessary energy

o achieve equilibrium, which must be equal to the liquid phase
nergy [21].

. Mechanical effects versus thermodynamic effects

Differentiating between roles of mechanical action and thermo-
ynamic effects during the phase change processes and droplet
reak-up inside the jet is a complicated aspect in this study of
he flashing process. A general approach that has been adopted by
ome authors [22] suggest that the thermodynamics part governs
he process before the nozzle exit, so, the flow pattern and flow
ariables can be determined using theoretical model of two-phase
ow as pre-existent phases, and the mechanical part will govern the
pray behaviour after the nozzle exit. However, due to the intimate
elationship between both mechanisms further analysis is required.

When the source pressure is increased, the flow velocity
ncreases as a function of the square root of the difference between
he pressure of the fluid inside the container and ambient pressure,
here is a corresponding increase in Reynolds number. Conse-
uently, there may be transition to turbulent regime somewhere in
he supply system prior to the leak reaching the breach in contain-

ent. At higher Reynolds number, the disturbances in the liquid
art of the flow are amplified involving an increase in the effects
f the break-up mechanisms. Large liquid velocities at the exit of
he nozzle will increase the entrainment air flow. Due to the direc-
ion of the entrained flow towards the core of the spray cone, a
edistribution of the droplets inside the jet will occur.

The turbulence effects on the jet flow are important mechani-
al factors in the determination of the behaviour of the two-phase
et flow, once the droplets are formed. They can also promote
he droplet formation on the surface of a liquid jet due to turbu-
ent eddies presented in the flow [23] or by the influence of the
urbulent instabilities on the liquid surface [24,25].The break-up

echanism inside of a two-phase jet is related to Kelvin-Helmholtz
nd Rayleigh-Taylor (KH-RT) instabilities [26]. Cavitation can be
lso considered as another mechanical process that could influence
he bubble formation during flashing. The flow tendency to cavi-
ate is proportional to the ratio of the actual pressure and vapour
ressure, as well as, the kinetic energy. The flow tends to cavitate
ore when this ratio is increased. In the simplest cavitation mod-

ls, the mass transfer is driven only by mechanical effects such as
he liquid–vapour pressure differences rather than thermal effects
27].

Evaporation and boiling are the main thermodynamics pro-
esses that govern phase change during flashing. However, the
eveloping of all of them depends on the rate of heat transfer by
onduction inside the fluid, the presence of impurities and the pres-
ure inside the flow of a given temperature. The evaporation is a

uperficial phase change phenomenon, in which some molecules
ave enough kinetic energy to escape from the liquid into the
apour state, but, due to a vapour pressure that is lower than the
tmospheric pressure, bubbles of vapour cannot form. The boiling
rocess is a volume based phenomenon, where gas bubble forma-
us Materials 173 (2010) 2–18

tion is taking place due to the vapour pressure of a liquid being equal
to the local pressure (surrounding atmospheric pressure plus any
hydrostatic pressure). Boiling temperature is the normal parame-
ter used to characterize this phenomenon. Most hydrocarbon fluids
have a boiling point below the standard ambient temperature. This
suggests that a combination of evaporation and boiling processes
can be present for this type of fluid under standard conditions. The
generation of droplets over the liquid surface can also be the prod-
uct of the rapid vapour bubble growth within the jet [28]. As the
liquid temperature approaches boiling, the intact length and the
core decreases to be replaced by a very effective atomization pro-
cess. A liquid jet with low degree of superheat remains intact up
to some distance from the nozzle. It is also known that for low
superheat although the droplets escape from the liquid surface, the
liquid column remains in the core of jet. When superheat increases
the liquid column disintegrates in the early period of evaporation,
after which slower evaporation of generated droplets is induced.
The gradient or velocity of this decrease is also a function of the
physical properties.

5. Jet characterization—post flashing process

The characterization of the flashing process resides in the infor-
mation relating to the conditions inside the containment before the
leak takes place, e.g., the degree of superheat of the fluid, the pres-
sure, the properties of the fluid, the impurities present in the fluid
and the internal roughness of the containment.

In realistic scenarios, it is possible to have quite accurate infor-
mation about temperature, degree of superheat and the pressure
of the fluid. However, the fluid properties in metastable conditions,
the purity of the fluid, as well as, the nature of the exit can not be
determined in the majority of the cases.

A more helpful approach is to examine the results of experi-
ments which seek to simulate these flashing jets. The experimental
approach simulates the leak using nozzles, described by paramet-
ric values or characteristics. The parameters that describe a circular
nozzle are the diameter and the length. Leak paths in breaches of
containment do not possess such simple symmetry. Furthermore,
the actual location of the flashing point is often undetermined. It
can be located inside the vessel, inside nozzle or even in some case
outside of the nozzle. The flashing can be located immediately after
the nozzle or some diameters after the nozzle.

The differentiation between the influences and effects of the
mechanisms acting on the liquid core and on the whole jet is very
complex. Combining the presence of more than one of these mech-
anisms in flashing, further increases the complexity of the whole
problem.
Fig. 4. Schematic flashing jet. (a) Conditions inside the vessel, (b) interface between
vessel and nozzle, (c) nozzle inside path, (d) early jet zone and (e) far zone of the jet.
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ig. 5. Location of the variables to be calculated in the numerical approach for the
ashing jet.

ng the regions where the influence of the many mechanisms has
mportance or can be neglected. The sections are labelled A to E and
dentify regions which significantly influence the overall behaviour
f the flashing jet. Section A represents all the conditions inside
he vessel. Section B represents the influence of the size, shape and
oughness of the nozzle on the flow. Section C represents the actual
ath of the fluid inside the nozzle where the liquid is breaking by
he bubbles already created by early nucleation. Here the boiling
rocess is quite strong and in some cases the balance between bub-
le generation and the velocity of the flow through the nozzle will
etermine the two-phase flow pattern. In the external area of the

et, consisting of sections D and E, the surface instabilities travel
utside of the nozzle, developing and breaking-up the liquid lig-
ments around that surface. Meanwhile, inside the jet the boiling
rocess continues until just past section D, where there is the added
omplication of a phase change brought about by evaporation. After
ection E, the evaporation of the liquid remaining as droplets seems
o be the only thermal process taking place. Here the mechanical
rocesses such as turbulent effects, jet break-up and drag forces
n the droplet together with evaporation will define the trajectory
nd life time of the droplet.

The numerical approaching methods currently used cover dif-
erent parameters of the flashing jet that are summarized in Fig. 5.
his figure identifies the parameter and the region where this
arameter is calculated giving and global idea of the whole range of
arious equations suggested for every case to characterize a flash-
ng jet.

.1. Mass and velocity calculation at the exit

The calculation of the mass and the velocity at the exit of the
ozzle will strongly depend on the determination of the regime
f the jet at the exit of the nozzle. The regime type will deter-
ine the applicability of the calculation procedure. For instance,

f the fluid remains as a superheated liquid at the outlet, then a
elative large discharge rate will exist at the exit. This can be cal-
ulated with sufficient accuracy by the Bernoulli equation used to
etermine the flow of an incompressible fluid. However, if the flow
ype at the exit is described as a two-phase fluid then the flow can
e estimated as a two-phase mixture in thermodynamic equilib-
ium or as a liquid–vapour flow in non-equilibrium according to
he thermodynamic behaviour of the whole system [29].

Solomon et al. [30] described the Locally Homogeneous Flow
LHF) and the Separated Flow (SF) models, both developed to esti-

ate the conditions after the nozzle based on the flow regime
nalysis. The LHF method treats the fluid as a mixture of the differ-
nt fluids, with mean properties based on the individual properties
f the fluids. This model is also known as homogenous equilibrium

odel (HEM). The SF treats the flow as a two-phase, liquid–vapour,
ith individual properties. Both models have, as common assump-

ions, the steady state condition, the one-dimensional approach,
he negligible inlet kinetic energy and the absence of friction and
eat transfer at the flow passage walls.
us Materials 173 (2010) 2–18 7

However, each model has other additional assumptions. In the
case of the SF model, there are assumptions of negligible exchanges
of heat, mass, and momentum between the phases, as well as,
an adiabatic and frictionless expansion. Under these assumptions
choked flow will exist if the pressure at exit is larger than ambi-
ent pressure and flow velocities of liquid and vapour phases can be
predicted using the following expressions.

ul =
√

2(pinj − pexit)
	l

(8)

uv =
√

2Cp,v(Tinj − Texit) (9)

where pinj is the vessel pressure, pexit is the exit pressure, 	l is
the density of the fluid, Cp,v is the specific heat coefficient of the
vapour phase, Texit is the exit temperature and Tinj is the vessel
temperature.

In contrast, the LHF model assumes that the vapour and liquid
have the same velocity, temperature and pressure at each cross-
section. Consequently, from the energy balance, the calculation
of the velocity is a function of the enthalpy difference, hinj − hexit,
between the injection and the ambient conditions.

u =
√

2(hinj − hexit) (10)

Wheatley [31] reported a model for the estimation of the velocity at
the discharge location, based on the constant entropy formulation
during the flow path. The model covers the cases of complete liquid
discharge, critical and non-critical equilibrium liquid–vapour dis-
charges. For the pure liquid discharge, the velocity can be calculated
from Eq. (8) employed by Solomon et al. [30]. For the equilibrium
flow case, the discharge velocity may be calculated by Eq. (11)
below. This result ignores the potential energy contribution and
the loss coefficient of the nozzle.

u=
√

2

[
(pinj − pexit)

	l
+Cp,l(Tinj − Texit)−Cp,Texit ln

(
Tinj

Texit

)]
(11)

Cp,l is the specific heat coefficient of the liquid phase. This expres-
sion may be applied to both critical and non-critical discharges.
However, the thermodynamic parameters corresponding to the
exit location are different in each case. For critical cases, also known
as choked flow, the value of pressure at the exit will be the satu-
ration pressure corresponding to the temperature calculated from
the equilibrium expression for two-phase flow [31]. For non-critical
cases, the pressure at the exit, pexit, is the ambient pressure and Texit
is the saturation temperature at that pressure.

A report of the Fire Science Centre [32] presents a compilation
of four different models of two-phase flow through a nozzle, under
different assumptions. The first, the homogenous frozen model
(HFM), also assumes that the vapour and the liquid have the same
velocity and that the quality of the fluid through the nozzle stays
constant. The enthalpy, assuming a negligible liquid contribution,
can be expressed as:

hinj − hexit = xk

k − 1
pvv

(
1 − pexit

pinj

(k+1/k)
)

(12)

where x is the quality of the fluid in the nozzle and k is the ratio of
specific heats of the fluid. The critical mass flux, Gc, is defined as:√ ( )

Gc =

vexit k − 1
pvv 1 − exit

pinj
(13)

Under the assumption of the ratio of the specific volume of the
liquid and vapour is negligibly small as given by the expression,
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1 − x)vl/xvv < 1, Eq. (13) simplifies to:

c = 1
vexit

√
pk

xvv

(
2

1 + k

(k+1/k)
)

(14)

The second model, which applies to fluid conditions of low qual-
ty, consists of a modification of the HFM where the effects of the
iquid are only taken in the final calculation of the mass flow.

c = 1
vexit

√
2xk

k − 1
pvv(1 − 
(k+1/k)) + 2p(1 − x)vl(1 − 
) (15)

is the ratio of the exit pressure and internal pressure. However,
n the cases where the quality approaches zero the first term of the
bove equation can be neglected.

The Moody’s model, which is the third model in this report,
ssumes that the two phases are in equilibrium but do not have the
ame velocity. This difference in velocity is represented by a slip
atio at the exit, SLIPexit, which is equals to SLIPexit = (uv/ul)

∣∣
exit

,
32]. The calculation proceeds by assuming an annular flow at the
xit, then calculating the mass flow per unit area from Eq. (16)
elow before checking the assumption by the appropriate mass
alance.

exit =
√

2(h − hexit)

(xexit(vv,exit(xexit/˛exit))
2 + (1 − xexit)((1/SLIPexit)vv,exit(xexit/˛exit)))

(16)

The final model in this report, the Henry and Fauske model, is
ased on a presumption of non equilibrium flow but with liquid and
apour again possessing the same velocity. An isentropic expansion
s assumed for each phase and the additional assumption is made
f small heat and mass transfer between the phases. The critical
ass flux is then given by:

c =
√

xvv,exit

npexit
+(vv,exit−vl)

(1−xexit)N
sv,exit−sl,exit

(
dsl,exit

dp

)
− xexitCpv,exit(1/n − 1/k)

pexit(sv,exit − sl,exit)
(17)

is the thermal equilibrium polytrophic exponent [32], S is the
ntropy of the fluid and N is defined as the partial change of quality
t the throat of the nozzle. N is a function of the flow regimes and
he throat pressure gradient. If N = 1, the mass flux is close to the
EM and if N = 0, the mass flux is close to HFM.

In another study involving an investigation into shock regime
n the flow of boiling liquids through a nozzle it has been shown
hat, as expected, the gas fraction and the velocity discharge depend
n both the nucleation before the nozzle, J(t = 0), and the pressure
rop through the nozzle, ℘12. The two equations for the two flow
egimes as a function of the pressure drop are given below, [33].

=
[

	vgJ(t = 0)b(t = 0)lς+1

(ς + 1)℘12

]1/ς−1

for value of ℘ < 1 (18)

nd

u =
[

(ς + 1)ς+2	ggJ(t = 0)b(t = 0)lς+1

 (ς + 1)[ ((ς + 2)/(ς + 1))]ς+1

]1/ς−1

for value of ℘ > 1 (19)

here l is the length of the nozzle, b is the monotonic drop in pres-
ure, ς is the coefficient of nucleation, which equals 3 for Rayleigh
hase and 1.5 for the thermal case, g is a dimensionless derivative
f the nucleation, ℘ is the dimensionless pressure [33].

A different approach using the thermodynamic definition
f jump condition was more recently introduced [34,35]. This

pproach establishes that at the interface between phases proper-
ies are discontinuous, but the mass, momentum and energy must
e conserved. This approach also takes into account the velocity
f the sound in the corresponding two-phase mixture. The gen-
ral idea of this approach is highlight the relevance of the shock
us Materials 173 (2010) 2–18

waves at the discharge of a superheated liquid in the jet charac-
teristics. Numerical this is treated by the jump condition analysis.
Due to the metastable liquids supply the energy stored within
them via the latent heat of vaporization, the evaporation wave was
assumed as an adiabatic phase transition. Additionally, it assumes
the absence of work against the flow and the flow to be as isen-
tropic. The jump conditions leaded in the Rayleigh equation and
the evaporation adiabatic equation. The point where the Raleigh
is tangent to the evaporation adiabatic curve, known as the lower
Chapman-Jouguet point, is a unique solution to the jump condi-
tion for which the down stream condition is sonic or chocked in
relation to the moving wave. However, depending on the initial
thermodynamics conditions and the fluid boundary condition the
subsonic flow can take place. The formulation involves a quasi
one-dimensional steady evaporation wave inside the superheated
liquid. The downstream condition has to be in thermal equilibrium,
neglecting gravitational effects and the initial liquid condition as
stagnation point. The results of this approach show that the veloci-
ties of a real discharge are closer to velocity of the sound in the fluid.
Following his research line further experiments were performed
using iso-octane as working fluid [36]. This new experiment setting
introduces high ratios of injection to discharge pressures in flow
restrictions, identifying by visualization techniques some com-
pressible phenomena associated with the liquid flashing process
from the nozzle exit section. The obtained results corroborated pre-
vious physical descriptions of flashing liquid jets, which established
that flashing takes place on the surface of the liquid core through
an evaporation wave process product of a sudden liquid evapora-
tion in a discontinuous process, generating a two-phase mixture
that accelerates until achieve the expansion process through a
shock-wave structure. The whole system was successfully mod-
elled and solved by numerical means using a two-dimensional
axisymmetric approach. The solution was achieved by a proce-
dure that contains two parts. The first part involves the application
of the oblique evaporation waves to solve the jump formulation
of the energy balance at the surface of the liquid core followed
by the analysis of the expansion zone generated after this shock
wave [37].

Polanco [38] using the approach of jump conditions to represent
the energy, momentum and continuity equations at the inter-phase
of the flashing liquid and the flashing mixture introduced the con-
sideration of the work done in the system is equal to the resulting
force at the momentum balance multiplied by the velocity of the
wave. The obtained results using this new consideration have a
good agreement with the experimental data reported for the cases
tested.

5.2. Spray angle

A technical report from Energy Analysis INC [39] describes a
method for the definition of the jet angle, ˇ, based on the area,
Aexp, the length, Lexp, of the expansion region and A, the area of the
nozzle.

ˇ = sin−1

(
Aexp − A

2Lexp

)
(20)

Another definition of the spray angle is the included angle
between the lines connecting the nozzle exit and the points at the
spray edge at the 20 mm downstream location. The spray angle
increases proportionally with the injection temperature up to cer-

tain value and then decreases. The maximum angle reported was
about 82 degrees, which corresponded to the maximum pressure of
400 kPa [40]. The maximum spray angle was achieved at a dimen-
sionless degree of superheat, �T* = T − Tb/Tsat − Tb of between 0.45
and 0.85. This dimensionless superheat is larger than the largest
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imensionless degree of superheat previously reported by Nagai et
l. [41] as 0.55.

An alternative approach to the evaluation of the spray angle,
ased on swirling jet data, was used by Lasheras and Hopfinger
25] and involves the growth rate, � , of the liquid–gas shear layer.
n these experiments the jet was surrounding by coaxial gas flow.
his parameter is related to the ratio of liquid momentum to gas
omentum, M, by the expression:

≈ arctan

(√
M

6

)
(21)

This relation only applies for values of M < 30 and as long as the
iquid core is conical in shape. The maximum value of gamma, � ,
s then about 40 degrees. However, the spray angle is larger than
he liquid–gas shear layer angle (growth rate) because the inertia
f the drops inside of the layer brings about further expansion of
he fluid in the jet. The authors deduce from their studies that the
pray angle with coaxial gas flow, ˛, is 45 degrees when

√
M >> 1.

ince it is known that the liquid cone angle increases with M and
hat the total angle, �, for jets into still air decreases with M from 90
o 60◦ approximately, the following empirical expression has been
uggested for the spray angle in these circumstances.

= 2
(

˛ − �

2

)
(22)

In a separate experimental study [42] the spray angle involving
oaxial gas flow for liquid cone surface is reported in as being about
0 degrees.

.3. Mass exchange between phases

Once complete nucleation has been achieved, it is expected that
he heat transfer process between the two phases takes over as the

ain mechanism driving the mass exchange between the phases.
The Rayleigh Plesset Model (RPM) [43] provides the basis for the

etermination of the mass exchange rate, ṁfg , between the liquid
nd the gas phases, controlling both the vapour generation and the
ondensation processes.

˙ fg = F
3x	v

RB

√
2
3

|pv − p|
	l

( |pv − p|
pv − p

)
(23)

is a empirical factor, 	v is the vapour density, pv is the vapour
ressure in the bubble, p is the pressure in the liquid surrounding
he bubble, RB represents the diameter of the nucleation sites (�m)
nd x is the vapour volume fraction. There are two values of F for
his equation, F = 50 for evaporation cases and F = 0.01 for conden-
ation cases. A more general equation which includes vaporization
s achieved by substituting for x with xnuc(1 − x) where xnuc is the
olume fraction of the nucleation sites.

Others empirical models for vapour formation have been
roposed, as for instance the empirical model based on an experi-
ental data set for propane leaking through a pipe [22].

˙ v = ACD(2	l(pv − ppipe))0.5 (24)

here A is the area of the pipe, CD is the discharge coefficient of
he pipe, pv is the vapour pressure inside of the pipe and ppipe is the
uid pressure inside the pipe.

.4. Flashing location/penetration
In cases where the flashing does not occur before or inside the
ozzle, the exact location of the flashing corresponds to the length
f the liquid core break-up. The study of this length, also called
s the penetration length, has been performed in discharging liq-
id lies within a coaxial gas flow using an experimental technique.
Fig. 6. Schematic representation of the liquid break-up indicating the geometry and
different lengths used in the analysis.
Source: Lasheras and Hopfinger (2000).

When a liquid jet emerges from a nozzle as a continuous cylindrical
shape, the cohesive and disruptive forces acting on the surface of
the liquid create oscillations and perturbations. Under certain con-
ditions the oscillations are amplified and the liquid disintegrates
into droplets. This phenomenon is known as primary atomization. If
the diameters of droplets exceed some critical dimension they will
then disintegrate even further into smaller droplets. This process is
called secondary atomization. The phenomenon of disintegration
has been studied from the theoretical and experimental point of
view for a very long time. A diagrammatic representation of these
perturbations of the liquid surface is depicted in Fig. 6 together with
the identities of some of the important parameters, such as velocity
and diameters corresponding to each phase.

Lasheras and Hopfinger [25] have compiled information for
such coaxial jets identifying the break-up length corresponding
to different dynamics mechanisms as functions of five param-
eters: known as the Reynolds number, Re = 	uD/�, the Weber
number, We = 	lu

2
l Dl/�, the aerodynamic Weber number, Weg =

	gu2
gDg/�, the ratio of the momentum fluxes between the gas

and the liquid streams, M = 	gu2
g/	lu

2
l , the gas Reynolds number,

Reg = ug(Dg − Dl), and the mass flux ratio, m = 	lulD
2
l /	gugD2

g [25].
The core length is inversely proportional to the momentum fluxes
and the Weber number.

From conservation of mass fluxes and using the capillarity wave
theory, Mayer [44] obtained a direct expression for the core length
as:

L

D
= 1

2C1M2/3

(
�

�lul

)1/3
(25)

where C1 is an adjustable constant. Unfortunately, this expression
does not give the correct limit when the surface tension goes to
zero, which coincides with the sub critical conditions of the flow. It
should be noted here that there are others empirical correlations,
based only on the liquid characteristic, as for instance:

L

D
= C2We−a

g Reb (26)

with a between 0.3 and 0.7, and b equal to 0.5.
Taking a closer look at the interaction mechanisms and presum-

ing a dynamic pressure continuity at the liquid gas interface, the
calculation of the core region length has been shown to include
only the kinetic energy of the two phases [45], with exceptions for
some cases where the effects of the surface tension on the actual
instability formation are considerable. For these exceptional cases
it is necessary to include a dynamic pressure balance at the interface

[45].

In addition, the study of the instabilities of a jet emanating from
a nozzle into quiescent surroundings has been performed by Lin
and Reitz [46]. They considered using the length of the coherent
portion of the liquid jet or its unbroken length, L, as a function



10 G. Polanco et al. / Journal of Hazardo

o
b
i
a
e
t
l
j

l
t
o

L

l
b
t

w
n

5

u
d
w
t
e
a
b
R
U
[

f

Fig. 7. Schematic diagram of the unbroken length curve.
Source: Lin and Reitz (1998).

f the jet exit velocity as convenient method for categorizing jet
reak-up regimes. Fig. 7 shows that the unbroken length at first

ncreases linearly with increasing jet velocity, reaches a maximum,
nd then decreases (regions A and B). Drops are pinched off from the
nd of the jet, with diameters comparable to that of the jet. There
hen follows a region of discontinuous behaviour of the unbroken
ength curve. The unbroken length increases again with increasing
et velocity (region C) and then abruptly reduces to zero (region D).

For low jet velocities (small Weber numbers) the unbroken
ength is proportional to the relative velocity between the jet and
he gas, ur, and inversely proportional to the maximum growth rate
f the disturbance, ˝.

= ur

12˝
(27)

When the jet velocity increases the break-up mechanism is no
onger produced by the capillarity pinching and it is now produced
y the unstable growth of short-wavelength surface waves when
he unbroken length for these cases can be expressed by:

L

D
= 0.5

1
f (T)

B

√
	v

	l
(28)

here B is a constant with a typical value of 4.04 for diesel spray
ozzles and f(T) is a function of Taylor’s parameter, T, [46].

.5. Droplet distribution

The representation of the actual droplet size distribution is
sually referred to as a frequency distribution curve. Instead of
escribing distributions using the location of each group of droplets
ith the same size or the location of each droplet with its position,

here are different distribution functions based on theoretical or
xperimental fundamentals which show the number of droplets of
particular size. The normal distribution and the log-normal distri-
ution are functions based on statistic principles. Alternatively, the

osin-Rammler distribution, the Modified Rosin-Rammler and the
pper limit function are correlations based on empirical principles

13].
The Rosin-Rammler distribution is one of the functions most

requently used and it represents a probability volumetric size
us Materials 173 (2010) 2–18

distribution of the drop diameters, d. This is a two parameters distri-
bution involving a characteristic drop diameter, X, and an exponent
n:

P = 1 − e−(d/X)n
(29)

P is the distribution defining the accumulated volume fraction of
drops of diameter less than X. The characteristic drop diameter, X,
is the size of a drop in the distribution whose accumulated fraction
is 0.6321.

There are different characteristic diameters used to describe the
mean values of the droplet distribution in various scenarios, how-
ever, the most commonly found are the Sauter Mean Diameter
(SMD) and the Mean Diameter (MD). The Sauter Mean Diame-
ter, also known as d32, is the droplet diameter that has the same
volume-to-surface area ratio as the total volume of all the droplets
to the total surface area of all the droplets of liquid sprayed at that
location. The Mean Diameter is the arithmetic mean value of the
whole data set.

5.6. Temperature

The temperature distribution inside the jet in both the radial and
the axial directions has rarely been reported [51–53]. At the cen-
treline the temperature profile presents an initial decay from the
exit of the nozzle until a certain distance where a minimum value
is achieved, presumably connected with the location of cessation of
boiling and completion of nucleation. After that point the mechan-
ical process and the evaporation seem to be the most important
mechanisms affecting the jet behaviour. This location is known as
the Minimum Temperature Distance (MTD). No major observations
about the value of the minimum temperature are reported in the
literature. In recent experimental work carried out by Yildiz et al.
[47], measurements were compared with this 1D model, [48], and
good agreement was obtained between theoretical and experimen-
tal values during the first part of the temperature decay.

In comparisons of the temperature profiles at the centreline
Allen [51–53] and Yildiz et al. [47] both show that propane and
R134a exhibit similar thermal profile behaviours, in terms of min-
imum point location, for the same nozzle dimension. However,
the actual value of the minimum temperature was different, about
−70 ◦C for propane and about −60 ◦C for R134a. In general, the
lateral temperature profile shows an approximately Gaussian dis-
tribution [49].

6. Modelling procedure

6.1. Introduction and general considerations

Flashing modelling has been concentrated on the study of two-
phase jets behaviour under the premise that droplets are already
at the inlet location together with a gas mass flux. Due to the
complex of the physics involved, it is not possible to model the
nucleation and boiling processes for a superheated liquid going out
of containment. Therefore, the information related to the droplet
formation is estimated by analytical means and after introduced to
the CFD modelling as boundary conditions. These boundary condi-
tions correspond to the liquid and gas or vapour mass flow and inlet
velocity. Unfortunately, this information is not sufficient to set up
a simulation. It is necessary to determine the distribution of those
droplets at the inlet location. Characteristics of the droplets, as well

as, their interactions with the main flow would make a difference
in the modelling results. Therefore, it is quite important to under-
stand their behaviour under certain considerations of the flow and
droplets themselves, such as flow regime determined by Reynolds
value, droplet sizes, interaction with turbulent structures, etc.
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For low Reynolds numbers and an undisturbed flow the effects
f the presence of spherical objects consists of deformation of the
ain flow stream lines around their bodies. This deformation will

epend on the relative motion between the droplet and the mean
ow. For a single object moving against the main flow, with a low
elative Reynolds number, the streamlines will follow the surface
f the object without any vortex shedding. If the object is moving in
he same direction as the mean flow, the object movement induces
ow locally so that the streamlines again lie close its surface [50].

For droplets transported by the flow, the diameter size and its
omparison with the size of turbulent structure, known as eddies,
ould be significant in the determination of the turbulence gener-
tion or dissipation. The effect generated by the mass exchange at
he surface of the droplet with the main flow and in consequence
he movement of the surface due to droplet diameter changes, can
enerate a considerable impact in the main properties of the fluid
round the droplets. If the droplets are significantly smaller than
he Kolmogorov length scale (smallest turbulence scale) then the
ffects of the droplets can be treated as point sources in the tur-
ulent fluid. However, if the droplets are comparable in size, or

arger than, the smallest scales of turbulence, the contribution of the
oundary layers on these droplets surfaces to the dynamics of the
urbulent flow must be included [51]. Saffman [52] showed that the
erturbation in the fluid due to the presence of a particle decays as
he sum of two contributions, one as 1/r (long range) and the other
s 1/r3 (short range), with r as the radius of the droplet. For droplets
mall compared to the smallest length scale of the flow, and for
roplets separated by a distance, L, larger than their diameter, d,
he most important interactions are long-range [53]. Neglecting
he short range interactions, e.g., droplet wakes, is justifiable for
roplets with diameters smaller than Kolmogorov’s length scale of
he undisturbed flow field. This justification relies on the observa-
ion that the short range perturbations are dissipated by the viscous
rocesses.

In turbulent flow, the dispersion of the particles is controlled by
he local velocity fluctuations. The velocity fluctuations produced
y the particles in the fluid also affect the Reynolds stresses, either
y increasing the turbulence energy or increasing the dissipation
ate (turbulence modulation). Changes in Reynolds stresses affect
he drag forces and the heat transfer processes between the vapour
ontinuous phase and the dispersed phase. The small particles will
ttenuate the turbulence while the large particles will generate
urbulence [51]. The overall reduction in turbulent kinetic energy
ith increasing mass loading is insensitive to the particle relaxation

ime; and there is a strong preferential concentration of particles
nto regions of low vorticity and regions with large strain rates
54,55]. Lance and Bataille [56] identified two types of non-linear
oupling, the first is the stretching of the shear-induced vortices in
he potential flow around the bubbles and the second is the defor-

ation of the bubbles by these vortices, which changes the virtual
olume coefficient of the bubbles and the drag force. Similarly, the
iquid eddies may be deformed [57].

.2. Modelling forces

The force in the flowing fluid is in the opposite direction to the
orce applied to the droplet. The forces acting on a droplet can be
onsidered to come from three different sources. The first con-
ribution is related with the virtual force that would have been
pplied to fluid element that has been displaced by the drop, i.e., the
ressure forces and the viscous stresses. The second contribution
s related to the perturbation of the fluid flow due to the pres-
nce of the droplets. This perturbation of the surrounding unsteady
on-uniform flow results in drag, added mass and Basset history

orces. The third contribution is due to the gravitational settling
52].
us Materials 173 (2010) 2–18 11

Elghobashi and Truesdell [58] describe the particle motion using
the equations derived by Maxey and Riley [59] which treats in an
independent way effects of the forces from the undisturbed flow
and the disturbance to flow created by the particles. For large liq-
uid to vapour density ratios, the particle motion was influenced
by drag and gravity. The coupling between the particles and the
fluid resulted in an increment of the small-scale energy. The effect
of gravity resulted in an anisotropic modulation of the turbulence
and an enhancement of turbulence energy level in the direction
aligned with gravity. Furthermore, in the directions orthogonal to
the gravity vector, the reverse cascade of energy from small to large
scales was observed. Both Squires and Eaton [54] and Elghobashi
and Truesdell [58] have shown that the distortion of the turbulence
energy spectrum is sensitive to quantities such as the particle relax-
ation time. This implies that the energy transfer from the particles
to the turbulence acts non-uniformly across the spectrum.

In turbulent shear flows with particles, it is often difficult to
separate the direct modulation from the indirect changes in tur-
bulence. The direct modulation is due to the fluid momentum
exchange with particles. The indirect modulation is due to the
modification of turbulence production mechanisms via interac-
tions with the mean gradients of flow velocity [60]. However, for
dilute flows, the authors assume that the particle motion is gov-
erned by the body forces, such as the drag, for particle relaxation
times ranging between Kolmogorov’s scale and Eulerian time scale
and particle mass loadings up to 1 [60].

6.3. Numerical methods

Although some studies of droplet transport using Direct Numer-
ical Simulation (DNS) have been performed [51,61]. It is important
to notice that the large computational requirements of DNS restrict
those studies to situation with small Reynolds numbers, whilst, the
flashing process is often related with high velocities and Reynolds
numbers. Therefore, due to the differences of the physics involved
in each case, a direct extrapolation of the results obtained by this
approach to the actual problem cannot be made.

The implementation of Large Eddy Simulation (LES) reduces the
computational requirements when compared to Direct Numerical
Simulation, but still requires considerable computing resources.
Jin, Luo et al. [62] conducted a large eddy simulation of the two-
phase plane jet to investigate the particle dispersion patterns. The
particles Stokes numbers used were equal to 0.0028, 0.3, 2.5, 28
(corresponding to particle diameter 1 �m, 10 �m, 30 �m, 100 �m,
respectively) in a gas flow with Re = 11,300. The particle Stokes
number is defined as the ratio of the stopping distance of a particle
to its characteristic dimension, Stk = tu/d, where t is the relaxation
time of the particle, u is the gas velocity of the flow well away from
the obstacle and d is the characteristic dimension of the obstacle.

Particles with Stokes numbers of 0.0028 follow the gas flow
compactly. The dispersion pattern has significant differences as
result of the variation of the Stokes number, particle size. The
increase of Stokes numbers produce a concentration near the outer
boundary of the large scale eddy structures and have nearly zero
concentration throughout the central region of the structures. The
simulation results of gas phase motion agreed well with previous
experimental results. The simulation results of the solid particles
showed that particles with different Stokes number have different
spatial dispersion. The LES results are significantly more accurate
than the Reynolds-averaged Navier Stokes equation (RANS) predic-
tions of the same problem [63].
Most of the research into the modelling of turbulent particle
transport has been performed using the k–ε, two equations tur-
bulent models, as a natural extension of the single phase model, in
which considerations about the generation or the dissipation of tur-
bulence due to the presence of a second phase are incorporated [64].
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hose efforts include comparison with different and more complex
urbulent models. For instance, Coimbra et al. [65] compared the
tandard �–ε results with the results from studies employing the
ultiple time scale (MTS) model for particle dispersion in turbu-

ent multiphase mixing layers. The MTS is a four equations model
hat considers two ranges of turbulent energy spectrum, in the
arge eddy production range and in the fine-scale dissipation range.
hese two ranges are each associated with different time scales. On
he other hand, on the basis of a two-equation turbulence model for
ingle-phase flows, Wang et al. [66] reported the development of a
air of two-fluid turbulence models, namely, the k–ε–kp–εp model
nd the k–ε–kp model. These two two-fluid turbulence models
how a superior performance to that of the conventional turbu-
ence model. In a study of a gas-particle flow through a 90 degree
end using the k–ε–kp–εp model, it was shown that the turbu-

ent intensity of the particulate phase was often larger than that
f the gaseous phase as would be expected from the experimental
esults. The model was also applied to similar flows in a vertical pipe
howing good agreement with the experimental data. The k–ε–kp

odel, however, uses the k–ε turbulence model for the carrier fluid
nd Tchen-Hinze’s formula for the eddy viscosity of the particu-
ate phase shows that the particulate turbulence intensity is always
maller than that of the gaseous phase.

The k–ε turbulent model is based on the proportionality of the
urbulent kinetic energy, k, and the rate of viscous dissipation, ε,
n the characteristic length scales (velocity and length). For this
ne-way coupling model, it is assumed that the presence of the
article phases has a negligible effect on the properties of the carrier
hase. This assumption is normally valid for small particle–fluid
oncentration ratios or high Stokes numbers (when the particles
otion is unaffected by the carrier flow field). The two-way coupled

umerical method includes the effects of the particle in the carrier
hase. It is worth mentioning that, due to the fact that the k–ε model

s a mechanistic model, the interactions between the phases are
uite easily introduced into the equations for either the one-way
r the two-way coupling [64,67].

There are other types of k–ε models. For instance the Renor-
alised Group Theory (RNG) k–ε turbulent model produces good

esults from its direct application, without any modifications or
nclusions, for disperse and continuous phases interaction [68], and
or spray scenarios [69]. The natural way to introduce the presence
f new effects on the turbulence equation model is by the definition
f sources terms in the right hand side of the equation for k and ε,
s follows:

∂

∂t
(k) + (ui)

∂

∂xj
(k) = ∂

∂xj

((
� + εm

�k

)
∂

∂xj
(k)

)

+ εm

�k

(
∂

∂xj
(ui) + ∂

∂xi
(uj)

)
∂

∂xj
(ui) − ε + Sk (30)

∂

∂t
(ε) + (ūj)

∂

∂xj
(ε) = ∂

∂xj

((
� + �T

�k

)
∂

∂xj
(ε)

)

− ε

k

(
Cε1uiuj

∂

∂xj
(ui) + Cε2ε

)
+ Sε (31)

Sato and Secoguchi [70] modelled the particle-induced turbu-
ence for the bubbly flow using an enhanced continuous phase eddy

iscosity, based on the introduction of a second fluctuating compo-
ent that is related with all the effects generated by the droplets
resence

t = �ts + �tp (32)
us Materials 173 (2010) 2–18

where �ts is the usual shear induced eddy viscosity and �tp is an
additional particle-induced eddy viscosity

�tp = CD	rp
∣∣up − u

∣∣ (33)

where C� is the drag coefficient, 	 and u are, respectively, the den-
sity and velocity of the flow and rp and up are the radius and velocity
of the particle or droplet.

Lopez de Bertolano proposed a modification to the standard sin-
gle phase �–ε model for bubbly flow, which adds to the turbulence
generated by the shear stress (SI) by introducing a new source term
in the k and ε equations. In effect, this new term, Sk takes the form
of and interfacial source of turbulence and implements the super-
imposition of the presence of the bubbles, droplets or particles on
the general flow.

Sk = Mki(ug − ul) (34)

where Mki is the interfacial drag force, ug is the velocity of the gas
and ul is the velocity of the liquid. The sum of all these terms rep-
resents the work done by the gas on the liquid phase, which gets
transformed into turbulent eddies.

In terms of CFD turbulence implementations, the more common
model used to simulate droplet transport is the Droplet Discrete
Model (DDM), which solves the equations for the continuous phase
as an Eulerian flow field, and the trajectory calculation of the
droplet is carried out by integrating a general force balance on a per
unit particle mass basis. This approach includes in addition to the
drag and gravity effects, the force required to accelerate the fluid
surrounding the particle, called virtual mass force, the force due to
the influence of pressure gradient, as well as the thermophoretic
force due to the phenomenon known as thermophoresis. Ther-
mophoresis is the term used to describe the phenomenon which
generates forces which act in the direction opposite to the tem-
perature gradient affecting small droplets suspended in the fluid.
The method for calculating droplet collision and coalescence, based
on stochastic principles involves calculation of collisions between
bodies by statistical rather than deterministic methods.

Other mechanisms such as break-up and collision are also mod-
elled. There are two general models which have been reported, the
Taylor Analogy B, TAB, model and the wave model. In the TAB model
the breaking requirement is given as: x > Cbr, where Cb is a con-
stant equal to 0.5. The droplet breaking depends on the history
of its velocity relative to the gas, which determines its distortion,
instead of a unique critical Weber number which is usually used.
The major limitation of the TAB model is that it only keeps track of
one oscillation mode whereas in reality there are many such modes.
This limitation can be attended to by using a system of a sequence
of spring-mass-damped elements, one for each mode of oscillation.
The TAB model is recommended for low Weber number (We < 100)
and is well suited for low speed sprays into standard atmospheres
[71,72]. The Wave Model considers the break-up of the liquid to
be induced by the relative velocity between the gas and the liquid.
Break-up time is determined by surface instability as a function of
the wavelength and the frequency of the Kelvin-Helmholtz waves
[73]. Wavelength and growth rate of these instabilities are used to
predict details of the new droplets. This model is appropriate for
very high velocity injection, where it is thought that the Kelvin-
Helmholtz waves dominate spray break-up (We > 100). Hence, the
wave model is recommended for Weber numbers greater than 100
at the injection points.

The simulation of jets with liquid droplets, using two com-

mercial codes, CFX® and Star-CD®, has been reported [81,82]. The
turbulence model used for the simulation was the standard k–ε
model. As inlet condition for the liquid phase a Rosin Rammler dis-
tribution type was imposed, which stays downstream of the flow.
The comparison of the mean value of the droplet size with the
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xperimental data shows a reasonable match between measure-
ents and the calculation.

. Review of experimental data

A general overview of the experimental work in this review has
uggested a useful classification of the information into four dis-
inct groups. The first group corresponds to the classification by the
ype of jet generated after the release, the second group embraces
xperiments involving the estimation of the droplets main diame-
ers and droplet distributions along the jet, the third group include
xperiments seeking to establish velocity profiles both along the
xis of the jet and in the radial direction, and the fourth group
ncludes those experiments concerned with the temperature dis-
ribution and general thermal behaviour inside the jet. The scope
f experimental data available for flashing releases of a variety of
uids including water and many hydrocarbons varies from that for
ery small nozzle having equivalent flow diameter in the range of
.1–10 mm.

.1. Type of jet generated after the release

The potential of any release to become a catastrophic event is
irectly related to the type of jet formed after the leakage. Unfortu-
ately, no general model or criterion that shows clearly the effects
f the mechanical and thermodynamic phenomena on this poten-
ial has been developed.

Brown and York [21] made a distinction between the three
egimes of flashing for low viscosity liquids, water and R-11. These
egimes are delimited by critical liquid–vapour Weber number,

el,v = 	vu2
l D/�, where 	v is the density of the vapour phase, d

s the diameter of the nozzle, � is surface tension and u is the
elocity of the liquid phase. The first regime, for Wel,v < 0.2, is
haracterized by the absence of any superficial disturbances so
hat the only forces involved are those of interfacial tension. The
econd regime, for 0.2 ≤ We ≤ 8, represents the break-up of jets
esulting from wavelike distortions, which create perturbations of
ncreasing magnitude leading to the disintegration of the jet into
egments. The third regime, Wel,v > 8, is characterized by the pres-
nce of more violent perturbation of the jet with ligaments of fluid
eparating from the jet initiating the atomization process.

Peter et al. [74] observed four physical categories of flashing
iquid jet for cylindrical nozzles, which they named as (a) non-
hattering liquid jet, (b) partially shattering liquid jet, (c) complete
hattering liquid jet involving stage-wise sequence, and (d) flare
ashing liquid jet. The percentage number of smaller droplets
eleased at the liquid break-up point increases with the increment
f the superheated degree for a given ambient pressure. The mean
olumetric flow-rate per unit area of the disperse jet, along the

adial direction in the vicinity of its central axis, decreases with
he increment in the superheated degree at constant pressure and
t becomes a hollow cone with the increment in degree of super-
eated of the liquid. The experiments used water at temperatures
etween 25 and 80 ◦C with flashing chambers temperatures from 5

Fig. 8. Jet types dependence on nozzle (a) bubbly flo
Source: Park & Lee (1994).
us Materials 173 (2010) 2–18 13

to 40 ◦C and an inlet water volumetric flow in the range 0.08–12 l/m
depending on the nozzle involved.

Park and Lee [40] found that the internal flow pattern inside the
nozzle governs the behaviour outside the nozzle. For longer noz-
zles or larger degrees of superheat the spray droplets are smaller
and more uniform in size because of active bubble formation inside
the nozzle. The flow regime changes as a response to the steady
increase in superheat. The flow changes from bubbly flow to slug
flow and then to annular flow. As a result, the spray droplets become
smaller and more uniform, providing the basis for a classification
into the three different regimes of flashing, namely a, b and c,
respectively, in Fig. 8. In all these experiments, the aspect ratio
(L/D) of the nozzle was about 7 and the fluid used was water. Ini-
tially, at low superheat a large intact core region is observed, and
the droplets are formed at the sides of the nozzle. If the super-
heat is increased at the same ambient pressure, the nucleation and
the growth of the bubbles become more active, so that when the
bubbles collide with each other they coalesce inside the nozzle to
form large slugs of liquid. When these slugs are discharged from the
nozzle they break into ligaments and then disintegrate into small
drops, but, exceptionally, with some of the larger ones remaining
intact. In the annular flow regime, a liquid film forms on the noz-
zle wall and the vapour flows at a much higher velocity along the
core region. In this regime, as the fluid is discharged from the noz-
zle, the liquid films disintegrate into fine droplets. The effect of the
length of the nozzle on droplet formation is similar to that of super-
heat, which means that longer nozzles encourage the formation of
smaller droplets outside the nozzle.

Johnson and Woodward [75] present a table with some visual
observations about the type of jet achieved as a function of the
pressure and the temperature using water and CFC-11 (tricloroflu-
orometahane) as working fluids. They find that, for a particular
degree of superheat, the effect of pressure on the type of jet pro-
duced is either reduced or negligible.

Lin and Reitz [46] described the length of the coherent portion
of the liquid jet as a good parameter of classification of the differ-
ent jet break-up regimes, determined basically by the jet velocity
but in its relation to the critical liquid-vapour Weber number,
Wel,v = 	vu2

l D/�, where 	v is the density of the vapour phase, d is
the diameter of the nozzle, � is surface tension and u is the velocity
of the liquid phase. At low jet velocities, the growth of the distur-
bances on the liquid surface, promoted by the interaction between
the liquid and gas phases, is believed to initiate the liquid break-up
process. The Weber number forms the basis for the identification
of for flow regimes, the first two being very similar in structure and
occurring when the Weber number is less than 13. The first regime
is known as the Rayleigh break-up regime, where break-up occurs
many nozzle diameters downstream of the nozzle exit and droplets
have larger diameters than the jet diameter. The second known

as the first wind induced regime, similar to the previous one, but
with droplets sizes comparable to the diameter of the jet. For high
jet velocities, the break-up is due to the unstable growth of short
wavelength waves on the liquid surface. The last two regimes exist
at these high values of jet velocity. The third regime is the second

w, (b) slug flow and (c) annular flow patterns.
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Fig. 10. The natural logarithm of Reynolds number versus the natural logarithm of
Ohnesorge number and the modified Ohnesorge number calculated at the boundary
ig. 9. Schematic jet break-up regimes: (1) Rayleigh break-up, (2) First wind induced
egime, (3) Second wind induced regime and (4) Atomization regime.
ource: Lin and Reitz (1998).

ind induced regime, where break-up occurs some nozzle diame-
ers downstream of the nozzle exit and the droplets have smaller
iameters than the jet diameter (13 < Weg < 40.3). The fourth and

ast regime is the atomization regime, when the break-up occurs
t the nozzle exit and the droplets have much smaller diameters
han the jet diameter. Fig. 9 shows the different regime of the jet.
hey incorporated the Ohnesorge number, Oh, as a parameter to
xpress the transition between regimes. The Ohnesorge number Oh
s defined as the ratio of the viscous forces to the surface tension
orces.

hl = �√
d	l�

=
√

Wel

Rel
(35)

Baden et al. [76] studied the jet atomization of the fluids water,
ethylene chloride and ethyl alcohol into pressurized carbon diox-

de at 308 K. The atomization pressure ranged from 6 to 9 MPa
nd the flow rate varied from 0.14 to 8.02 m s−1, respectively. The
esults are presented in an empirical correlation for the transition
oundary between the zone of the asymmetrical jet and the zone
f an atomized jet as function of the jet Reynolds number, Re, and
he Ohnesorge number, Oh. This correlation shows a linear relation
etween the logarithm of the Reynolds number and the logarithm
f the Ohnesorge number and the modified Ohnesorge number, as
hown in Fig. 10. The modified Ohnesorge number, Oh*, is the orig-
nal Ohnesorge number times the square root of the ratio of vapour
nd liquid densities.

.2. Main droplet diameters and droplet size distributions
The second group includes those experiments which contain
nformation relating to magnitudes of drop diameters and their
istribution following leakage outside the containment. These
xperiments also invariably contain information relating to mass
ates and the mass exchange rates between the phases. An under-
between an asymmetrical jet and an atomized jet.
Source: Badens, Boutin et al. (2005).

standing of these parameters is of considerable importance for
calculations of mass flow rate and rate of mass exchange between
phases as well for the implementation of numerical studies.

The majority of the authors agree on the form of the droplet
size distribution in the radial direction, which is best represented
as an exponential function, identified as a Rosin Rammler distri-
bution, [53,86,87]. Many difficulties have arisen in the attempts to
establish the values of the two parameters needed to define the
distribution. Experiments have been performed to investigate the
characteristic diameters and droplet size distribution inside two-
phase jets. Some of them have achieved explicit relations for the
diameter estimation based on the initial conditions of flow and
presented these as size distributions [77]. It should be note that,
Bayvel [78] and Fathikalajahi et al. [79] expressed doubts about the
use of single value drop sizes after showing that the overall collec-
tion efficiencies were very different, depending upon whether the
size distributions or a single mean diameter was employed.

Brown and York [21] reported from their observations with
water and R-11 for sharp-edged and rough surface orifices that, at
a location 6 inches (0.15 m) downstream from the nozzle, a linear
correlation exists between the temperature and the mean diame-
ter, which implies a inverse proportionality between the MD and
the Weber number of the fluid.

Solomon et al. [30] performed an experimental study on a
flashing injector using two different fluids: the fuel named Jet-
A containing dissolved air and pure R-11. A two stage expansion
process was used, separated by an expansion chamber, which was
found to be beneficial for good atomization of the jet. The mass
flow, the mass velocity, the spray angle, as well as the Sauter mean
diameter as functions of the pressure and the axial distance were
reported. These results are compared with the predictions from
Local Homogeneous Flow and Separated Flow models.

Nagai et al. [41] studied the atomization of the superheated liq-
uid jet using water as the working fluid. A dependency of the bubble
generation on the resident times inside the nozzle and, therefore,
on the length of the nozzle and the velocity of the fluid was reported.
In this work the dimensionless degree of superheat of the fluid was
defined as the ratio between the degree of superheat and the differ-
ence between the saturation temperatures at the injection pressure
and at the ambient pressure, taken as 100 ◦C. The Reynolds num-
ber times the aspect ratio, L/D, of the nozzle identified the type

of atomization of the jet as either liquid column break-up or two-
phase flow. A set of equations for the calculation of the SMD based
on the dimensionless degree of superheat of the fluid, the Reynolds
and the length diameter ratio of the nozzle is given.
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Wheatley [31] developed an expression, involving the Weber
umber and the Reynolds number of the jet, which predicts the
aximum drop size, taking into account the implications of the

ffects of rain-out processes.
Hervieu and Veneau [80] made experimental determinations

f the droplet sizes within a jet at the exit of a discharge pipe of
liquefied propane storage tank during a sudden blow down. A

eries of blow down experiments was performed varying the nozzle
iameter (2, 5 and 8 mm), the initial pressure (5, 11 and 17 bar). The
olume of the tank was 5 l and half filled with propane liquid. The
iameter of the jet at a location 60 mm downstream from the nozzle
as determined for different nozzle sizes at 11 bar initial pressure,

n one series of experiments, and for a 2 mm nozzle at the three
ifferent pressures in another series. The mean droplet diameter
lways remained constant during the total liquid release, and for all
he cases the flat shape of the diameter-velocity cross-correlation
urve indicated that droplets of each size group were moving with
he same velocity. In addition, it was shown that the diameters and
elocities decrease in the radial direction. This finding was taken to
onfirm that the evaporation process develops, predominantly, in
he flow direction. Measurements of the droplet size and velocity
t 95 mm from the nozzle were also recorded.

Gemci et al. [27] made parametric studies of a feed of a binary
ixture of water and acetone with nitrogen as propellant gas. They

ound that the presence of the flashing fluid can markedly reduce
he amount of propellant gas required for the same mean droplet
iameter.

Deaves [81] used an empirical correlation, based on data for
prays formed from the flow of fluids through orifices to calcu-
ate the SMD, required as input for CFD modelling of clouds formed
fter an accidental release. The drag coefficient was assumed to be
function of the droplet diameter and it could be related to the rate
f reduction of the droplet diameter. The study defined a criterion
o determine those droplets which evaporate completely during
he turbulent decay phase, and which drops only reduce in size.

Yildiz et al. [52,55,90] carried out experimental research on a
ashing jet of R134a jet using Global Rainbow Thermometry (GRT),
hase Doppler Anemometry (PDA) and Particle Image Velocime-
ry (PIV) techniques. This investigation reported the SMD and the

D distribution on the centreline, the temperature profile and the
elocity field distribution on the centreline and also at two different
adial positions (x/d = 187 and x/d = 507). In addition, images of the
et behaviour were recorded. The droplet size evolution along the
et axis shows the presence of expansion and entrainment regions.
lso in the axial direction, the larger droplets were found to be,
s expected, located near the centreline of the jet. Measurements
ere made within a matrix of three distinct ambient pressures (8.2,

.86 and 9.42 bar), three distinct degrees of superheat (43.4, 47.9
nd 49.6 ◦C) and two nozzles sizes (1 and 2 mm). An increase in the
iameter of the nozzle was found to be associated with the more
iolent break-up processes and with a decrease in the disintegra-
ion distance from the nozzle. The degree of superheat has a direct
ffect on the number of bubbles generated, because this parameter
eflects the level of energy available from the liquid. So, for larger
uperheat values more energy is released and more droplets are
enerated and a complete shattering of the jet takes place inside
he nozzle.

Gemci et al. [82] studied the flash atomization of water/acetone
olutions with a propellant gas by varying three operating variables,
amely, the relative concentration of the propellant gas and the liq-
id, the injection temperature, and the pressure. These studies were

xtended by Gemci et al. [27] with solutions of different concen-
rations of binary mixtures of n-hexadecane and n-butane (2 and
wt% n-butane in hexane), employing nitrogen as the propellant
as. The mean droplet diameters were measured as a function of
he injection temperature, the pressure, and the nitrogen-to-liquid
us Materials 173 (2010) 2–18 15

flow rate ratio. The quantity of liquid present improves the atom-
ization under all conditions, whereas the quantity of gas propellant
increases the injection velocity and promotes bubble formation.
Both, temperature and pressure enhance the atomization process.
A stronger effect in relation to these changes as functions of pro-
pellant gas rate were reported for water alone when compared
with the acetone/water solutions. This effect was correlated on the
basis of linear relationships between the SMD and both the dimen-
sionless superheat temperature difference, �T*, and the cavitation
number, K, when measurements were recorded 3 cm downstream
from the nozzle.

It has been noted that large droplets predominate in the core
region of swirling jets. Madsen et al. [83] reported the droplets
size measurement, using interferometry particle imaging (IPI) and
Doppler PDA measurement, for a Danfoss oil pressure-swirl atom-
iser operated with a flow rate approximately of 3.2 l/h of water,
corresponding to an atomization pressure of 850 kPa. The results
obtained by these two methods were similar, with the PDA results
consistently recording larger droplets than those for IPI. The range
of droplet diameters was found to lie between a maximum of 70 �m
and a minimum of 20 �m. Additionally, Takeuchi et al. [84] reported
the measurement of the MD and the SMD of a water spray centrally
injected through a 10 mm diameter nozzle into a swirling annular
jet of 56.5 mm diameter entry, with both heated and non-heated
airflows. Both the SMD and the MD decrease in the radial direction
from the centreline towards the edge of the spray. As expected, the
MD was smaller for the heated case due evaporation, even in axial
directions some distance from the nozzle centreline.

7.3. Velocity profiles

In experiments into flashing jets involving propane, Allen
[6,53,94–96] reported results for the axial propane droplet veloc-
ity and relative volumes by size range, as a function of the radial
distance from the centreline. Nozzles of 4 and 6 mm diameter were
used. These parameters were presented along the measurement
lines at axial position of 0.500, 0.688 and 1.088 m, as well as, along
the centreline. The two ranges are 0–21.4 �m and 21.4–41.2 �m.
The centreline measurements show an initial reduction in the
relative fraction of both size bands from locations 0.5 to 1 m down-
stream of the nozzle, followed by an increase at larger distances,
possibly, due to coalescence, or the effects of rates of evaporation
varying with droplet size. No observations were made regarding the
jet shapes. The first part of the centreline axial velocity is approxi-
mately constant, and then it starts decreasing in the axial direction
with distance from the nozzle. The exit velocity was estimated to be
around 30 m/s (core section) and the average mass release rate for
4 mm nozzles was 0.11 kg/s with a standard deviation of 0.02 kg/s.
The radial velocity profile at different positions has a Gaussian
shape, as expected. The dimensionless plot of these profiles sug-
gests that the jet spreads at a constant rate. Cases using R-22 as
fluid with 2.8 and 1 mm pinholes showed similar results.

Mcdonnel [85,86] studied the flashing process for methane. The
expansion of the velocity profile for methane indicates that the jet
angle close to the nozzle is large but not as large as corresponding
jet angles for propane. The radial velocity profile showed a Gaus-
sian shape. Axial velocity profiles were not reported. However, axial
velocity profiles can be inferred from the radial distributions, which
show that all the measurements were made in the decay region of
the jet.

Vieira and Simões-Moreira [36] performed a campaign of exper-

iments using iso-octane as working fluid. They used visualization
techniques to characterize the whole flashing process for flashing
liquid discharges at very high ratios of injection into a low-pressure
chamber. The used visualization techniques were the Schlieren and
the back-lighting methods. They could identify the compressible
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henomena associated with the liquid flashing process from the
ozzle exit section. Images of the shock-wave structure in the phase
hange region around the liquid core were taken using the Schlieren
ethod in conjunction with the observation of the central liquid

ore of the jet reaches by the application of the back-lighting opti-
al technique. The obtained results actually show that the phase
hange occurs under the presence of a shock wave structure, where
he liquid evaporates suddenly following a discontinuous process,
ut once the two-phase mixture appears it accelerate up to sonic
peed that characterize the critical condition of the compressible
ow and limit the maximum mass flow of the whole system. The
ritical condition corresponds to the Chapman–Jouguet condition.
fter this point the mixture follows its acceleration achieving a
upersonic condition required to produce a shock wave. They also
roposed a numerical model that was successfully compared with
he experimental values obtained [37].

.4. Thermal behaviour

This, the fourth group of experimental results concerns the
emperature characteristic of the flashing jet. It involves the
ime dependent relationships of jet temperature, as well as, the
ehaviour of the temperature profile along the centreline and in
he radial direction.

Miyatake et al. [87,88] made an experimental study of spray
ash evaporation in superheated water injected through a circular
ube nozzle into a low-pressure vapour zone. The inlet temperature
as 40, 60 or 80 ◦C. The glass nozzles used had internal diameters

f 0.346, 0.502 and 0.815 cm, with lengths of 12, 25 and 25 cm,
espectively. The time dependent temperature profile at the cen-
reline of the spray flash shows two exponential decaying processes
xpressed as

= e−s1(t−to) to ≤ t ≤ ti (36)

= e−s2(t−to) ti ≤ t (37)

here � is the dimensionless temperature of liquid in the centre of
he jet, defined as � = (T − Tsat(pv))/(To − Tsat(pv)), t0 is the time lag
f the initiation of flashing and ti are the values of the interception
f the two functions.

The temperature profile along the centre line shown by Allen
89], suggests that the Minimum Temperature Distances (see Sec-
ion 5.6 of this review) measured correspond to the limit of droplet
xistence, at 0.66 m. The measured temperature at this location
as −70 ◦C. After this point there is a rapid rise in temperatures to

5 ◦C in 0.1 m. Temperatures continue to rise downstream, though
he rate of increase diminishes. It is believed that the MTD for any
elease will be between x/D = 150 and x/D = 170 [89].

For the same diameter of discharge nozzle of 4 mm, experimen-
al data from studies by MTD of R134a, Yildiz et al. [47], with similar
alues of MTD exhibit the same thermal profile behaviours as the
ata reported by Allen [89]. Although the minimum temperature
as about −60 ◦C, different to that for propane, the gap between

he minimum temperature and the boiling point of each fluid was
bout 30 degrees. Moreover, for different nozzle diameters the MTD
ncreases but the temperature gap stays constant [90].

. Summary and concluding remarks

The state of our knowledge about flashing jet phenomena as
evealed in this review suggests that there is still a long way to

o before we can predict with any confidence how such jets will
ehave in any situation. Hence, we cannot, at this time, provide
uidance as to how the consequences of losses of containment
f superheated liquids can be controlled or their affects mitigated
xcept in some very limited cases.
us Materials 173 (2010) 2–18

It is therefore our intention, in this section, to identify the short-
fall in our knowledge by way of four areas as follows (a) controlling
phenomena—thermal and mechanical; (b) jet behaviour viewed
in terms of the most significant jet parameters; (c) data available
from experimental studies; and (d) the ability to predict flashing
jet behaviour by theoretical models or numerical procedures.

8.1. Controlling phenomena—thermal and mechanical

Both mechanical and thermodynamic processes are involved. It
appears that for the first region of the jet, the expansion region, it is
the thermodynamic processes which dominate. It is only after the
flashing point, where the internal pressure of the jet becomes equal
to the atmospheric value and the jet enters the entrainment region,
that the mechanical processes become dominant. The potential
danger level of a release is a function of the calculated values of
the mass flow. These have a strong dependence upon the way in
which nucleation and energy release in jet expansion are modelled.
Hence, it is essential that we develop a real understanding of the
interaction of the mechanical and thermal processes.

8.2. Jet behaviour viewed in terms of the most significant jet
parameters

8.2.1. Superheat and pressure
Jet flashing behaviour is very sensitive to small changes in the

degree of superheat and to a lesser degree with respect to pressure
variations. However, the nature of the final discharge – superheated
liquid or an atomized jet – will depend on a combination of pres-
sure, temperature and the geometry of the nozzle. This dependency
is not well understood yet [13,52,55,90,100].

8.2.2. Jet angle
It is expected that the droplet size, its size distribution and its

relative velocity to the continuous phase will affect the jet angles
and the length of the core region. Dense droplet concentrations
increase the jet angle, as do large relative velocities. The jet angle
depends on the level of violence of the flashing process at the nozzle
exit, with the more violent phase changes producing larger angles.
However, existing correlations for jet angles do not take account of
the type of jet created after the leak.

8.2.3. Droplet size and distribution
Droplet distribution can be represented as a symmetrical func-

tion without major errors, as for instance the Rosin Rammler
distribution. Furthermore, the almost constant value of the Sauter
Mean Diameter along to the jet axis suggests that heat conduction,
evaporation, the rate of break-up and turbulence are balanced along
the jet axis, [80].

8.2.4. Jet temperatures
The Minimum Temperature Distance is an important parameter

defining the end of the boiling and nucleation process, and the start
of the mechanical processes. It should be noted that evaporation
still plays an important part in the jet behaviour after this point. The
temperature profile at the centreline consists of an initial decay of
the temperature, possibly to below the boiling point, followed by a
recovery to the ambient further downstream. The radial profile of
temperature follows a Gaussian shape [51–55].
8.3. Data available from experimental studies

There are number of problems associated with the various
experiments for which data is available making it very difficult to
categorize the locations of this information.
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For instance, the detailed circumstances for the tests are often
ot reported fully and on other occasions unusual materials or
ixtures of materials have been used. However, we can make a

ery short summary of existing experimental work related to a few
pecific jet parameters or characteristics. Thus, for type of jet gener-
ted, we have the work of Badens et al., Brown and York, Hayashi et
l., Lin and Reitz, Park and Lee and Peter et al. [27,43,49,83–85], for
elocity we have the work of Allen and McDonell et al. [53,94–98],
n the matter of droplet sizes we have the work of Brown and York,
emci et al., Madsen et al., Nagai at al., Solomon et al., Takeuchi et
l. and Yildiz et al., [27,33,36,44,55,90–93], and regarding temper-
ture we have the work of Allen, Miyatake et al. and Yildiz et al.
51–53,99]. Finally, for mass flow at various locations in the jet we
ave the work of the Energy Analysts INC [39].

.4. The ability to predict flashing jet behaviour by theoretical
odels or numerical procedures

Existing models that describe the type of jet are concerned with
he identification of the different types of jet, [27,43,49,83–85]. No
omplete qualitative or quantitative model is available to deter-
ine the type of jet generated after the leak. It is very hard to

stablish any correspondence between two or more different cri-
eria for describing the different regimes based on dimensionless
umbers (Reynolds Number, Weber Number, Ohnesorge Number,

acob number, the nozzle aspect ratio, dimensionless degree of
uperheat) [27,43,49,83–85]. A comprehensive model to evaluate
he final state of the fluid in a flashing jet that includes pressure and
emperature effects, as well as, the geometric complexity is still to
e discovered. Approximate calculations of the liquid and gas mass
ischarge rates and the diameter of droplets in the downstream
egion of the jet may be made using empirical equations or, under
ertain theoretical assumptions, using analytical solutions of the
asic equations [35–39]. Comparing a few models, the Separated
low model overestimates the velocity, the values given by Locally
omogeneous Flow, which is based on the same velocity for gas and

iquid phases, appear to be more realistic. Furthermore, the results
btained by Locally Homogeneous Flow model compare even bet-
er with the experimental data [30,91]. Amongst the other models,
he Henry and Fauske model does not yield the expected values for
sentropic or isothermal cases [32] and the shock regime formu-
ae for flow of boiling liquids trough a nozzle requires the difficult
ask of determining nucleation characteristics of the flow before it
eaches the nozzle making this technique unusable in all practical
ituations [33].Numerical modelling of two-phase jets with vari-
us turbulence models has been successfully employed. It has been
hown that k–ε model types are preferred due to their relatively
implicity with respect to others turbulence models. Comparison
f complete CFD simulations using the k–ε model show good agree-
ent with the experimental data in the far region of the velocity

ecay [91,92].
Different authors have studied the direct applicability of the

–ε turbulent model to two-phase flow cases, [74,75], as well as
ts applicability after the definition of sources terms in the right
and side of the equation of k [70,93]. These source terms have
he diffusive form, which include the second gradient of the veloc-
ty field and the relative velocity is recognized as an important
arameter with respect to the new definitions for droplet viscos-

ty. These hypotheses try to compensate for the effect of the main
ssumptions in the model relating to the isotropic and homogenous
haracteristic of the turbulence.
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